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Abstract. FC Portugal 3D team is built upon the structureoof previous
Simulation league 3D teams. Our research is mdodysed on the adaptation of
previously developed methodologies from our 2D soteams [1, 2, 3, 4, 5] to
the 3D humanoid environment and on creating newdination methodologies
based on the previously developed ones. In oure2iing, which participated in
RoboCup since 2000 with very good results, we hatreduced several concepts
and algorithms covering a broad spectrum of thecesosimulation research
challenges. From coordination techniques such a&#cba Formations, Dynamic
Positioning and Role Exchange, Situation Based t&fi@m Positioning and
Intelligent Perception to Optimization based lowdeskills, Visual Debugging
and Coaching, the number of research aspects RGdgabhas been working on is
quite extensive [1, 2, 3, 4, 5]. The research-e¢ei@rdevelopment of our team has
been pushing it to be one of the most competitivar the years (World champion
in 2000 and Coach Champion in 2002, European ct@amipi 2000 and 2001,
Coach 2nd place in 2003 and 2004, European chanpiBescue Simulation and
Simulation 3D in 2006, World Champion in SimulatiB8D® in Bremen 2006 and
European champion in 2007). This paper describege saf the main innovations
of our 3D simulation league team relating them vpitevious work developed by
simulated RoboCup teams in 2D and 3D simulatioguea. New skills have been
developed for the simulated humanoid agent whicluite optimized getup front
and getup back behaviors, Truncated Fourier S&idsed walk and a powerful
front kick. The paper also includes informationatetl to the agent architecture
and low-level considerations. The current rese&dbcused on improving these
skills by developing a generic skills optimizatifstamework, building robust mid-
level skills and integrating high-level coordinatimechanisms. Very good results
were already achieved, in 2011 and 2012, concertfingoptimization of low-
level skills.

1. Introduction

FC Portugal was built upon the low-level skillseasch conducted during previous
years. Although there is still space for improvemaenFC Portugal low-level skills,
we feel that we currently have a very performingafehese skills. We are currently
focused on the high-level decision and cooperat@thanisms of our agents. The
skills have been developed using several diffetectiniques (hill climbing, genetic
algorithms, population swarm optimization).



For RoboCup 3D soccer simulation competition thaswased on spheres (from
2004 to 2006), the decisive factor (like in the 2@mpetition) was the high-level
reasoning capacities of the players and not tlwswlével skills. Thus we worked
mainly on high-level coordination methodologies doir previous teams.

Since 2007 humanoid agents have been introducéigeirBD Simulation league,
but the number of agents has been kept small 20iil. During this period research
in coordination was not very important in the 3ladae. Developing efficient low-
level skills, contrarily to what should be the r@s# focus of the simulation league,
has been the main decisive factor in the 3D leadueng this period. However since
2011, the number of agents has increase to, df B&he number of agents per team
in 2012 is not yet known) and teams will be complobg 9 or 11 players making
finally coordination, a very important issue foetéfficiency of the team.

Several interesting topics were opened by the doicbon of humanoid agents,
including in the use of learning and optimizatieshniques for developing efficient
low-level skills. In previous work, we have intrashtl methods for developing very
efficient low-level skills using optimization teciges [1, 6]. This work has already
conducted to the development of an efficient sétumhanoid low-level skills.

2. Resear ch Directions

New research directions include research on agehitecture, the humanoid model
and its associated restrictions in terms of dynapsensing, and decision, will foster
the development of new layered architectures ®rcdntrolling agents. The lower
layers will be responsible for the basic controtled humanoid such as equilibrium
while the higher layers take decisions at a stiatégvel. Several methods for
generation of humanoid behaviors are being compaiaduding simulated
annealing, tabu search, genetic algorithms, partisivarm optimization and
reinforcement learning and how these behaviorindegrated together.

Some directions of research in FC Portugal alstudtecdeveloping a model for a
strategy for a humanoid game and the integratiorhwhanoids coming from
different teams in a inter-team framework to allttve formation of a team with
different humanoids.

Opponent modeling may be a critical module in huoidsoccer, including the
opponent basic behaviors performance, its posiignetc. are factors that must be
taken into account when selecting a given strategg game.

Other research with humanoids includes intelligamtsing, because the humanoids
cannot look in all directions at the same time. iS¢ very important to choose the
best looking direction considering all restrictiomdroduced by the dynamics of
humanoid movement.

Also heterogeneity will be important because inftitare it is expected that not all
humanoids will be identical, having humanoids wdifferent capabilities introduces
new problems of task assignment that will havegadalt within humanoid teams.

3. FCPortugal 3D Agent Architecture

The FC Portugal Agent 3D [7] is divided in sevepackages: each one with a
specific purpose. Figure 1 shows the general streicif the humanoid agent.



«  WorldState: Contains classes to keep track of the environrimdatmation.
These include the objects presented in the fiékédfobjects as is the case of
flags and goals and mobile objects as is the catemlayers and the ball),
the game state, (e.g. time, playmode) and gameitam=l (e.g. field length,
goals length);

« AgentMode: Contains a set of classes responsible for thentagedel
information. This includes the body structure (baxbjects such as joints,
body parts and perceptors), the kinematics interfabe joint low-level
control and trajectory planning modules;

* Geometry: Contains useful classes to define geometry entis is the case
of points, lines, vectors, circles, rects, polygarsd other mathematical
functions;

¢ Optimization: Contains a set of classes used for the optinoizapirocess.
These classes are a set of evaluators that knoweheotv behavior should be
optimized;

e Skills: This package is associated with the reactive séitid talent skills of
the agent. Reactive skills include the base behas is the case of walk in
different directions, turn, get up, kick the batidacatch the ball. Talent skills
are some powerful think capabilities of the agevttich include movement
prediction of mobile objects in the field and oloftaavoider;

» Utils: This package is related with useful classesahatv the agent to work.
This includes classes for allowing the communicatietween the agent and
the server, communication between agents, parsdrdebuggers.

e Strategy: Contains all the high-level functions of the agérhe package is
very similar to the team strategy packages usedtf@r RoboCup leagues.
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Fig. 1: FCP Humanoidhgent Architecture

4. Agent Model

The agent model is constructed by reading a XMk fihat contains the body
structure. This file is defines the body parts, jihiats and the perceptors and the
corresponding positions related to each other.folhewing represents an excerpt of
the configuration file that is currently being used



<robot type="humanoi d" rsgfil e="nao/ nao.rsg">
<bodypart nane="torso" mass="1.2171" />
<bodypart nane="|hi p1" mass="0.09" />
<bodypart nane="rhi pl" mass="0.09" />

<joint nane="I1eg2" per="11j2" eff="11e2"
axi s="0,1,0" mn="-25" nax="45">
<anchor part="I|hipl" x="0" y="0" z="0" />
<anchor part="1hip2" x="0" y="0" z="0" />
</joint>

<joint nane="rleg2" per="rlj2" eff="rle2"
axi s="0,1,0" mn="-45" npax="25">
<anchor part="rhipl" x="0" y="0" z="0" />
<anchor part="rhip2" x="0" y="0" z="0" />
</joint>

</ robot >
This information stores the body structure inforioatof the humanoid. Several
important parameters are derived from this inforomaias, for example, the direct
kinematics transformation matrices and useful messas is the case of the center of
mass, which is used to ensure more stability oh gaoerated behavior. This strategy
keeps the code more generic and independent ofmtidel, allowing for an easy

integration of different models using the same cadkich may allow the future
integration of heterogeneous robots.

5. Bipedal Walkingusing TFS

One of the main areas of FC Portugal 3D team reke@& on automatic
methodologies for the development of efficient haoid skills. This research builds
on knowledge acquired from previous projects, byessd team members, on using
optimization techniques to solve difficult taskshieh include bipedal walking
[1,6,8]. The following sections detail the work thes been performed in order to
develop an efficient and robust bipedal walk gkifit leads to the currently functional
omnidirectional walk of our humanoid.

Trunk sagittal and coronal plane motion are faidgeatable [9] therefore Fourier
series can be used to model the trajectory of timtsj in these planes. In our
approach, according to [10] legs joint angularetcggries in the sagittal plane are
divided into upper portion and lower portion. Thejéctories for both legs are
identical in shape but are shifted in time relatoeeach other by half of the walking
period. The Truncated Fourier Series (TFS) for geheg each portion of hip and
knee trajectories are formulated below.
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In these equations, the plus (+) sign represergsufiper portion of walking
trajectory and the minus (-) the lower lower partic=1 andA;, B;, C; are constant
coefficients for generating signals. Theand k subscripts stands for hip and knee
respectivelyC, ,C, are signal offsets anf, is assumed as the period of hip trajectory.

All joints in walking motion have equal frequendyence equatio, _ 2
. =
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can be derived. Parameteis the start time of knee joint lock phase ancgpueatert,
represents the lock phase end time. Accordind 1 py specifying the start and end
time of the lock phase, two parameterstoft, could be eliminated. Therefore the
number of variable for optimization to produce legevement in sagittal plane
decreased to 6.

In the sagittal plane, during human walking, th@snormally swing in opposite
manner to legs, which helps to balance the angatementum generated in the lower
body [12, 13]. Trajectory of arms is similar to soidal signal with the same
frequency of the legs [12, 14]. The effectivenelsthizs method is confirmed with an
improvement of the accuracy of straight walkingddterent speeds. Therefore, to
produce the angular trajectories of arms swingihds enough to determine the
parameters for the following equation (2).

f () =Asin(w,t).w,, =W, (2
In the above equatiorA and® are the amplitude and frequency of the signal,
respectively. Since legs and arms have the samedney,w.ms Can be considered
equal tows. Only the best value of parameter A must be obthin
According to [14], increasing the walking speed angplitude from standing to
running, the robot can walk more stable and fasteour model a linear equation is
used to lead the robot to increase the amplitudeagdctory from zero (stop state) to
desired angular trajectories. T is the parametat determines how much time is
needed for this incremental algorithm to reach fihal trajectories. All angular
trajectories such as arms and legs will be muétiplby the product of the following
equation.
K =time /T ,time <T 3
K =1time >=T
The motion range in the coronal and transverseepiaismaller than the motion
range in sagittal plane [15] but it has an impdrtate to keep the balance of walking
and to reach the high walking speeds. The corowréibmrange depends on the speed
of walking: at higher speeds this range is smalasronal plane movements are
periodic motions [9].



To produce legs' motion in coronal plane while legphe balance of robot, we
proposed a walking sequence in which feet were gamllel to the ground in order
to avoid collision, hence the ankle angle is eqoidhe hip's angle of the opposite leg.
To generate the hip angular trajectories in corgiahe, the parameters for the
following equation must be obtained (4).

f (t) =H sint)t<T, /2 @
f(t)=0t>T, /2

In this equationH andw are amplitude and frequency of signal respectiaelg
Th the hip period. The period of walking in sagif#éne and coronal plane is equal.
ThereforeTh andw are eliminated.

The best parameters to generate angular trajestmndipedal locomotion must be
found. For this kind of optimization problem seveganeric optimization methods
such as Tabu Search, Genetic Algorithms and Par@ebarm Optimization can
achieve very good results [8].

The described approach produced a very efficiast, dnd stable walking gait for
the simulated Nao. However the developed behawity @lows the robot to walk in
the forward direction while controlling its forwagahd angular velocity. The current
focus is on enabling the previous behavior with eroents in all directions turning it
into an omnidirectional walking gait.

6. Optimizing L ow-L evel Skills

Controlling a humanoid robot with a large numberjafts and thus, degrees of
freedom, when performing multiple skills (turninjcking, getting up) presents a
complex problem that requires knowledge in multifilelds, including biology,
mechanics, physics, electronics and computer eagimge To solve this problem the
team implemented a new generic optimizer capablgptimizing any low-level skill
using distinct optimization algorithms, in partiaul Hill Climbing, Simulated
Annealing, Tabu Search and Genetic Algorithms [21].
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Fig. 2: Optimization Methodology Architecture



The new skills optimizer was developed to allow akyll of the agent to be
optimized using either a single computer or muidtiglomputers connected via a
network. Figure 2 is a diagram representing thdigoration of the optimizer. Once
started with the proper parameters, the optimixeceates the simulator script, a shell
script which starts the simulator and the monitiomay start multiple simulators and
their respective monitors in different computersgécified. It also executes the agent
script which in turn starts the FCP agents. Thenegeonnect to the simulation server
and to the optimization server which will provideetagents with the behavior to
execute and receive from the agents the performdatzefrom that execution. Both
these connections are made via TCP sockets.

The optimization server is the core of the optimibeing responsible for the
execution of the other components via the executbrscripts. It contains the
functions that read the XML behaviors, run the mptation algorithms, modify the
behaviors according to the algorithm, send the fremtibehavior (proposed solution)
to the agents for execution, receive the execul@ma from the agents, evaluate the
data according to the specified objective functiand, finally, terminates the
optimization process via another script. The optation server is actually multi-
threaded. Each thread is started for each agerthwdreates a specific TCP server
which provides an agent with the behavior to opénand waits for the agent to
finish executing the behavior, receives the expental data sent by the agent and
evaluates it, giving that generated behavior assaocording to an objective function.

Behaviors are specified and stored as XML filesowhare loaded when an agent
starts. The optimization server has functions whezdd the behavior to be optimized
from its XML file and load the behavior into an @yrin memory. It is this array
representation of the behavior that will be modifigy the optimization algorithm.
This representation is then transmitted to the &geta a socket, to be executed. To
perform this function, the optimization server ¢esaa TCP server to which the
agents connect. An agent script, specific to eattatior to optimize, is responsible
for starting the FCP agents and providing them witkir parameters. This allows the
agents to be started on the local machine or amete machine. Another shell script
is responsible for terminating the agents. In the#ua implementation, for
convenience, the simulator script is started fromadgent script. The simulator script
starts both the simulation server and the monitbe scripts exist for both flexibility
and to isolate the optimization server from thec#fjps of running the other
components.




Fig. 3: Sequence of images showing the execution of thavier specified by GetupFront.xml

The optimizer was already applied with successptimoze several skills such as
the getup front skill (fig 3), getup back skill akitk skills. It will be applied to other
skills and to compound skills in a near future. iRissfrom the optimization of the
getup front skill are shown in figure 4.
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Fig. 4. Results for the Get Up optimization: a) Hill Climbirb) Simulated Annealing, c) Tabu Search

The final time achieved for the get up front skilhs 1.1 seconds optimizing an
initial manually hand tuned skill that took 2.0 seds to be executed. Very good
optimization results were also achieved for the geback and kick skills. For this
last skill, a distance of 5.1 meters with strongustness to variations in the initial
robot to ball relative positions, was achieved. Aximum kicking distance of 6.4
meters was achieved maximizing only the final kigkdistance parameter.

7. High-Level Decisionsand Coordination

Flexible Tactics has always been one of the magsets of FC Portugal teams. FC
Portugal 3D is capable of using several differamtriations and for each formation
players may be instantiated with different playgpes. The management of
formations and player types is based on SBSP -atg8ituBased Strategic Positioning
algorithm [1, 4]. Player’s abandon their stratqgisitioning when they enter a critical
behavior: Ball Possession or Ball Recovery. Thisbées the team to move in a quite
smooth manner, keeping the field completely covered
The high-level decision uses the infrastructures@néed in the section 3. Several
new types of actions are currently being considéagthg in consideration the new
opportunities opened by the 3D environment of tee rsimulator. We also have
adapted our previous researched methodologie®toev 3D environment:
» Strategy for a Competition with a Team with Oppes$ioals [1, 4, 5, 16];
» Concepts of Tactics, Formations and Player TypgeS,[4, 16];
+ Distinction between Active and Strategic Situatifihs4];
 Situation Based Strategic Positioning (SBSP) [B]4,
* Dynamic Positioning and Role Exchange (DPRE) [B]4,
» Visual Debugging and Analysis Tools [1, 3, 17];
* Optimization based Low-Level Skills [1, 3].
» Standard Language to Coach a (Robo)Soccer Teadi [2,
* Intelligent Communication using a Communicated W@tate [1, 3, 5];
* Flexible Set-plays for coordinating robosoccer te§i3].



In 2010, our research was mostly concerned in dpeird optimization based low
level skills for the humanoid agent and robust feikl skills. The high-level layers
of the team for 2012 will be adapted to be usether humanoid simulator (these
methodologies have already been adapted to ourl&iow 2D, Simulation 3D with
spheres model, small-size, middle-size [19,] asdue teams [20]).

8. Conclusions

Almost all of our research on high-level flexibl®@ardination methodologies is
directly applicable to the 3D league and the ineeaa the number of elements of the
each team is very welcome, enabling coordinatiothaaologies to be useful in this
league.

Robust low-level skills have been developed forNA€© humanoid model, using
optimization and learning techniques, enabling ascontinue the research in
strategical reasoning and coordination methodototiiat should be the focus of the
simulation leagues inside RoboCup.

A generic optimization framework for biped robot®w-level skills was
developed, capable of optimizing any skill of tearh. The framework has already
lead to good results on optimizing the kick andupgeskills.

Future work will be concerned in extending the miation methodology for
skills sequences and on developing coordinatiorhaugtiogies enabling teams of
humanoid robots to play robosoccer games in a t@mdflexible manner.

FC Portugal started its participation in the SPStandard Platform League in
2011 and is qualified for RoboCup 2012 SPL ComjeetitThe SPL code of the team
is entirely made from scratch based on the Simaria8D code. Thus, future work
will be on bridging the gap between simulation aodotics by developing a more
realistic NAO model in Simspark enabling bettertability of the simulated code to
the real robot.
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